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1. **INTRODUCTION (10 PT)**

The main text format consists of a flat left-right columns on A4 paper (quarto). The margin text from the left and top are 2.5 cm, right and bottom are 2 cm. The manuscript is written in Microsoft Word, single space, Time New Roman 10 pt, and maximum 10 pages for original research article.

The Introduction section should provide: i) a clear background, ii) a clear statement of the problem, iii) the relevant literature on the subject, iv) the proposed approach or solution, and v) the new value of research which it is innovation (within 3-6 paragraphs). It should be understandable to colleagues from a broad range of scientific disciplines. Organization and citation of the bibliography are made in Institute of Electrical and Electronics Engineers (IEEE) style in sign [1], [2] and so on. The terms in foreign languages are written italic (*italic*). The text should be divided into sections, each with a separate heading and numbered consecutively [3]. The section or subsection headings should be typed on a separate line, e.g., 1. INTRODUCTION. A full article usually follows a standard structure: **1.** **Introduction, 2. The Objective of Research, 3. The Literature Review Comprehensive Theoretical Basis and/or the Proposed Method/Algorithm (Optional), 4. Research Methodology, 5. Results and Discussion, and 6. Conclusion.**

1. **OBJECTIVE OF RESEARCH (10 PT)**

Research objectives are specific, measurable, and achievable goals that you aim to accomplish within a specified timeframe. They break down the research aims into smaller, more manageable components and provide a clear picture of what you want to achieve and how you plan to achieve it.

1. **LITERATURE REVIEW (10 PT)**

A literature review is **a survey of scholarly sources on a specific topic**. It provides an overview of current knowledge, allowing you to identify relevant theories, methods [5], and gaps in the existing research that you can later apply to your paper, thesis, or dissertation topic [5]–[7].

1. **RESEARCH METHOD (10 PT)**

Explaining research chronological, including research design, research procedure (in the form of algorithms, Pseudocode or other), how to test and data acquisition [5]–[7]. The description of the course of research should be supported references, so the explanation can be accepted scientifically [3], [4] Figures 1-2 and Table 1 are presented center, as shown below and cited in the manuscript [5], [8]–[13]. Figure 2(a) shown radiation pattern for graphene-based nano-antenna and Figure 2(b) shown pattern for conventional nano-antenna.



**Figure 1.** Logic-level circuit of ­­­­­­­­a7b7,a­­­­­­­­6b7 and aibj

**Table 1.** The performance of power and speed

|  |  |  |
| --- | --- | --- |
| Variable | Speed (rpm) | Power (kW) |
| x | 10 | 8.6 |
| y | 15 | 12.4 |
| z | 20 | 15.3 |

1. **RESULTS AND DISCUSSION (10 PT)**

In this section, it is explained the results of research and at the same time is given
the comprehensive discussion. Results can be presented in figures, graphs, tables and others that make
the reader understand easily [14], [15]. The discussion can be made in several sub-sections.

**5.1. Sub section 1**

Equations should be placed at the center of the line and provided consecutively with equation numbers in parentheses flushed to the right margin, as in (1). The use of Microsoft Equation Editor or MathType is preferred.

$E\_{v}-E=\frac{h}{2.m} (k\_{x}^{2}+k\_{y}^{2}$) (1)

All symbols that have been used in the equations should be defined in the following text.

**5.2. Sub section 2**

Proper citation of other works should be made to avoid plagiarism. When referring to a reference item, please use the reference number as in [16] or [17] for multiple references. The use of ”Ref [18]...” should be employed for any reference citation at the beginning of sentence. For any reference with more than 3 or more authors, only the first author is to be written followed by *et al.* (e.g. in [19]). Examples of reference items of different categories shown in the References section. Each item in the references section should be typed using 8 pt font size [20]–[25].
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1. **CONCLUSION (10 PT)**

Provide a statement that what is expected, as stated in the "INTRODUCTION" section can ultimately result in "RESULTS AND DISCUSSION" section, so there is compatibility. Moreover, it can also be added the prospect of the development of research results and application prospects of further studies into the next (based on result and discussion).
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